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Abstract— The escalating incidence of plant diseases presents 

considerable obstacles to the agricultural domain, resulting in 

substantial reductions in crop yield and posing a threat to food 

security. To address the pressing concern of Black Gram Plant 

Leaf Diseases (BPLD), this research endeavors to tackle disease 

classification through the application of a deep learning 

methodology. The approach leverages a comprehensive dataset 

that encompasses Anthracnose, Leaf Crinkle, Powdery Mildew, 

and Yellow Mosaic diseases, all of which affect the black gram 

crop. By employing this advanced technique, we aim to contribute 

valuable insights to combat BPLD effectively. Our research 

applies deep learning models, including Darknet-53, ResNet-101, 

GoogLeNet, and EfficientNet-B0, to classify plant diseases. 

Darknet-53 achieved 98.51% accuracy, followed by ResNet-101 

(97.51%), GoogLeNet (96.52%), and EfficientNet-B0 (77.61%). 

These findings demonstrate the potential of deep learning for 

accurate disease identification, benefiting agriculture. The study 

provides a comparative analysis of deep learning models for Black 

Gram Plant Leaf Disease (BPLD) classification, revealing 

Darknet-53 and ResNet-101 as superior performers. 

Implementing these models in real-world agricultural scenarios 

holds promise for early disease detection and intervention, 

reducing potential crop losses. The high accuracy achieved 

signifies significant progress in automating disease recognition, 

benefiting the agricultural sector. 

 
Keywords— Black Gram Plant Leaf Diseases, Disease 

classification, Agricultural sector, Food security, Deep Learning. 

Crop disease recognition. 

I. INTRODUCTION 

The agricultural industry occupies a central and 

indispensable position in sustaining the world's growing 

population by supplying vital food resources. The ever-

expanding human populace poses a pressing challenge of 

ensuring global food security. Nonetheless, this goal faces 

mounting challenges due to several factors such as climate 

change, the scarcity of arable land, and the emergence of crop 

diseases [1], all of which directly threaten the stability and 

productivity of agricultural systems. Crop diseases pose a 

significant barrier to attaining food security, and their 

emergence stems from diverse pathogens such as fungi, 

bacteria, viruses, and other microorganisms. These harmful 

agents can cause substantial declines in both crop yield and 

quality [2]. It is imperative to promptly detect and precisely 

classify these diseases to enable the implementation of effective 

disease management techniques and to mitigate potential losses 

in agricultural productivity. 

The emergence of deep learning technologies has brought 

about a revolutionary transformation in disease recognition and 

classification within the agricultural sector. Deep learning 

models utilize sophisticated neural networks that can 

autonomously learn intricate patterns and features by 

processing vast volumes of data. Consequently, these models 

have demonstrated outstanding accuracy in effectively 

differentiating between healthy and diseased plants. As a result, 

they have become indispensable tools for modern agriculture, 

offering valuable support in the management of crop diseases  

and ensuring enhanced agricultural productivity [3].  

The black gram (Vigna mungo) is a crucial pulse crop with 

significant nutritional and economic value. Vigna mungo [4], 

commonly referred to as black gram, urad bean, urid bean, 

mash kalai, uzhunnu parippu, ulundu paruppu, minapa pappu, 

uddu, or black matpe, is a legume cultivated in South Asia. It 

has undergone a reclassification from the Phaseolus to the 

Vigna genus, much like its close relative, the mung bean. 

Unfortunately, it is susceptible to several diseases, including 

Anthracnose, Leaf Crinkle, Powdery Mildew, and Yellow 

Mosaic, which have had a notable impact on its cultivation. 

To effectively manage Black Gram Plant Leaf Diseases 

(BPLD) [5], precise and rapid disease identification is essential. 

Conventional disease diagnosis methods are often time-

consuming and may lack accuracy. As a result, the integration 

of deep learning-based disease classification methods has 
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emerged as a promising solution for improving disease 

recognition in agriculture. 

This study aims to leverage the power of deep learning 

models such as Darknet-53, ResNet-101, GoogLeNet, and 

EfficientNet-B0 to classify black gram plant leaf diseases with 

high accuracy. To achieve this, a comprehensive BPLD dataset 

[5], containing various disease instances, is used to train and 

evaluate these models. By comparing the performance of 

different deep learning architectures, the study seeks to identify 

the most effective model for disease classification, thereby 

advancing agricultural practices. 

 

Ultimately, the successful implementation of deep learning-

based disease recognition systems holds significant potential 

for enhancing food security. By enabling timely disease 

detection and informed decision-making in black gram 

cultivation and beyond, these systems can mitigate crop losses 

and improve overall agricultural productivity. Consequently, 

this research aims to make valuable contributions to the 

sustainable development of agriculture and global food systems. 

In this regard, comprehending the effects of these diseases 

on black gram and investigating potential approaches for 

disease management becomes crucial in protecting this 

valuable crop and ensuring long-term agricultural success. This 

article examines the distinct diseases that affect black gram and 

their consequences, emphasizing the significance of disease 

control measures and research endeavors in maintaining the 

well-being and productivity of this essential crop. 

II. BLACK GRAM PLANT LEAF DISEASE AND DEEP LEARNING 

Precise identification of plant diseases holds utmost 

significance in bolstering agricultural productivity, as it plays a 

pivotal role in safeguarding crops and optimizing yields. Early 

detection of plant diseases [3] empowers farmers and 

agricultural experts to apply targeted and timely interventions, 

including disease-resistant crop varieties, suitable pesticides, 

and appropriate cultural practices. By accurately identifying the 

diseases, farmers can implement tailored and effective 

strategies to manage them, thus minimizing the potential risks 

of crop losses and financial setbacks. Moreover, this practice 

aids in curbing the spread of diseases to neighboring crops, 

thereby preserving the overall well-being of agricultural 

ecosystems. By investing in advanced disease identification 

methods and seeking expert guidance, farmers can make well-

informed decisions, optimize resource utilization, and establish 

sustainable and resilient agricultural practices, ultimately 

contributing to global food security [1]. 

Talasila et al proposed PLRSNet, which is a specialized 

deep-learning architecture developed to effectively delineate 

plant leaf regions from intricate backgrounds. The primary 

objective of this network is to provide support for real-time 

species recognition, disease detection, and crop management 

when analyzing images captured in the cultivation field [6]. 

Leaf image segmentation plays a vital role in disease 

recognition and classification, facilitating the extraction of 

relevant features for analysis. In contrast to previous methods 

primarily used in controlled laboratory conditions, PLRSNet 

addresses the complexities of segmenting leaf images obtained 

from real-time cultivation fields with intricate backgrounds. 

Empirical comparisons reveal that PLRSNet surpasses state-of-

the-art techniques, achieving impressive performance metrics, 

including a high Similarity Index (96.9%), Jaccard/IoU 

(94.2%), Correct Detection Ratio (98.55%), low Total 

Segmentation Error (0.059), and an average Surface Distance 

of 3.037 [6]. 

Talasila et al., introduced that data augmentation plays a 

pivotal role in enhancing plant leaf disease detection and 

classification systems based on convolutional neural networks 

(CNNs). The effectiveness of detection algorithms relies 

heavily on a comprehensive and diverse dataset, which can be 

challenging to collect due to weather conditions, varying 

illumination, and fluctuations in disease occurrences. To 

address data scarcity issues, this study focuses on augmenting 

the black gram leaf disease dataset. Several data augmentation 

techniques are employed to expand the dataset's size and 

diversity, thereby improving the model's performance. The 

study also draws upon relevant research papers on plant disease 

detection using deep learning to bolster its findings [7]. 

The rapid growth of computer vision applications in 

agriculture has underscored the crucial need for automated 

plant disease identification. To address this, a lightweight 

DCNN model, combined with leaf region segmentation, is 

proposed for classifying black gram plant diseases. Agriculture 

heavily relies on computer vision for disease identification, 

given its detrimental impact on crop quality and productivity. 

Manual identification is error-prone and expensive, making 

deep learning and CNNs invaluable tools for automatically 

extracting relevant features from training datasets [8]. Focusing 

on black gram, a significant pulse crop in India, the study 

utilizes the BPLD dataset, consisting of real field images of 

black gram leaves. Leaf segmentation using DeepLabv3+-

MobileNetV2 helps mitigate background complexity and 

enhances classification accuracy. The dataset is further 

augmented using rotation, symmetry, and noise injection 

techniques. The developed lightweight DCNN model, 

employing convolution, batch normalization, activation, and 

pooling operations, demonstrates exceptional efficacy with a 

high accuracy of 99.54% and F1_score of 98.80% on the black 

gram leaf disease dataset. Cross-validation experiments 

validate the model's consistency, misclassifying only a small 

number of samples. Comparison with other pre-trained CNN 

models confirms the superiority of the proposed DCNN model 

in terms of accuracy and computational efficiency. 

Additionally, testing on the PlantVillage dataset yields a 

commendable classification accuracy of 99.23% [8]. 

Han & Watchareeruetai objected to the research, to boost 

crop production by accurately classifying plant nutrient 

deficiencies through the application of computer vision and 

deep learning, with a specific focus on convolutional neural 

networks (CNNs). Concentrating on black gram plants, the 

scientists achieved an impressive 88.33% accuracy by 

employing a multilayer perceptron (MLP) classifier. To 

enhance nutrient deficiency classification, the study utilized 

combined images of old and young leaves and extracted 
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features automatically using a pre-trained ResNet50 model. 

The researchers compared three classifiers: logistic regression, 

support vector machine, and MLP, with the MLP model [9] 

emerging as the most effective, exhibiting the highest accuracy 

in classifying nutrient deficiencies. This innovative approach, 

which involved integrating computer vision and CNNs with 

combined leaf images, yielded superior results compared to 

previous methodologies, underscoring the importance of 

nutrient deficiency classification in elevating crop quality and 

yield [10]. 

The Computer Vision Approach, Black Gram Convolutional 

Neural Network (BGCNN), demonstrates exceptional 

performance in recognizing yellow mosaic disease in black 

gram leaves, which can cause significant economic losses for 

farmers. BGCNN's disease recognition capabilities show 

promise in preventing such losses for local farmers. Compared 

to other deep learning models, including AlexNet, VGG16, and 

Inception V3, BGCNN achieves an accuracy of 82.67% for the 

original dataset and an impressive 97.11% for the expanded 

dataset, confirming its efficiency in disease identification [11]. 

Due to the influence of the Indian economy on agricultural 

productivity, plant diseases have increased, prompting the need 

for their early detection and diagnosis to avert food shortages 

and financial losses for farmers. In this regard, the study 

introduces an image-based approach known as Detecting Black 

gram Crop Disease (DBCD), which leverages machine learning 

and deep learning techniques. The heightened focus on plant 

disease detection is evident through enhanced agricultural 

monitoring in diverse locations. Black gram crop diseases, 

including anthracnose, leaf crinkle, powdery mildew, and 

yellow mosaic, significantly hinder production. Utilizing the 

BPLD dataset, the study employs three machine learning 

algorithms (k-nearest neighbor, decision tree, and random 

forest) and two deep learning techniques (artificial neural 

network and convolutional neural network) for disease 

classification. Notably, the convolutional neural network (CNN) 

outperforms other models, exhibiting an impressive accuracy 

of 89% [12]. 

III. MATERIAL AND METHODS 

In this study, a publicly available dataset from Mendeley 

Data was employed, containing instances of Black Gram Plant 

Leaf Diseases (BPLD). Utilizing state-of-the-art deep learning 

models, including Darknet-53, EfficientNet-B0, GoogLeNet, 

and ResNet-101, we classified the diseases with high accuracy. 

Through a thorough comparison of their performance and 

computation of various metrics, we assessed the effectiveness 

of each model in identifying Anthracnose, Leaf Crinkle, 

Powdery Mildew, and Yellow Mosaic diseases. Findings offer 

valuable insights for disease recognition and management in 

the agricultural sector. The flow diagram is depicted in Fig 1. 

A. Blackgram Plant Leaf Disease Dataset 

The dataset consists of 1000 images of Blackgram crop 

leaves, carefully categorized into five groups: Anthracnose, 

Leaf Crinkle, Powdery Mildew, Yellow Mosaic, and healthy 

leaves Fig 2. Its collection took place in Nagayalanka, Andhra 

Pradesh, India, with the specific aim of developing an 

automated disease identification and classification system 

using advanced Computer Vision algorithms. By organizing the 

images into different disease types and healthy leaves, this 

dataset enables researchers and practitioners to effectively train 

and test models for precise disease recognition [13, 14]. The 

initiative behind this dataset is associated with two reputable 

institutions, namely, VNR Vignana Jyothi Institute of 

Engineering and Technology and Lovely Professional 

University. Despite the absence of licensing information in the 

provided content, the dataset's potential contribution to 

agricultural research and plant disease management remains 

evident [15]. 

 

 

Fig. 1  Black gram plant leaf diseases flow diagram 
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Fig. 2  Black gram plant leaf diseases dataset sample images 

The dataset was divided into an 80% training set and a 20% 

test set, following the commonly used split for datasets. This 

allocation allowed us to effectively train the models on a 

substantial portion of the data while reserving a representative 

subset for rigorous testing and evaluation. Given the size of the 

dataset, the 80:20 split ensured a balanced distribution of 

images for training and testing purposes, contributing to the 

reliability and accuracy of our deep learning models. Fig 2. 

provides a visual representation of sample images from the 

dataset. 

B. Classification with Deep learning 

A set of advanced deep learning network models [16, 17], 

including Darknet-53, ResNet-101, GoogLeNet, and 

EfficientNet-B0, for the precise classification of Black Gram 

Plant Leaf Diseases will be leveraged. Each model will be used 

individually to examine the dataset and find particular visual 

patterns and features related to Anthracnose, Leaf Crinkle, 

Powdery Mildew, and Yellow Mosaic diseases.  

 

1)  Darknet-53: is a widely-used deep neural network 

structure predominantly employed in computer vision 

applications, particularly for object detection and image 

classification tasks. With its 53 convolutional layers, the model 

exhibits a capacity to extract intricate visual features from 

images [18]. Its reputation for delivering high accuracy and 

efficiency has led to its widespread adoption in diverse deep 

learning scenarios [19]. In this study, Darknet-53 will be 

applied to analyze the dataset of Black Gram Plant Leaf 

Diseases, aiming to identify distinct visual patterns and 

attributes linked to various diseases. This endeavor will 

contribute to the precise classification of diseases, enhancing 

disease recognition in the context of black gram plants. 

 

2) ResNet-101: ResNet-101 belongs to the ResNet (Residual 

Network) family and is recognized for its capability to address 

the vanishing gradient issue, making it suitable for training 

extremely deep networks. The designation "101" indicates the 

model's layer count. ResNet-101 [20] incorporates skip 

connections or shortcuts to streamline information flow within 

the network, resulting in more seamless and effective training 

[21]. In this research, ResNet-101 will be utilized to capture 

essential features from the dataset of Black Gram Plant Leaf 

Diseases, thereby aiding in the precise recognition and 

classification of different diseases that impact the crop. 

 

3) GoogLeNet: GoogLeNet, alternatively referred to as 

Inception v1, is a popular deep learning model extensively 

utilized in image classification endeavors. It innovatively 

introduced "Inception modules," comprising multiple 

convolutional filters of varying sizes, allowing the network to 

grasp features at diverse scales [22]. This architectural 

approach effectively diminishes the number of parameters and 

computational complexity while preserving impressive 

accuracy levels. In the present study, GoogLeNet [23] will be 

implemented to scrutinize the dataset and reveal distinctive 

patterns that enable the successful classification of Anthracnose, 

Leaf Crinkle, Powdery Mildew, and Yellow Mosaic diseases 

affecting black gram plants [15]. 

 

4) EfficientNet-B0: EfficientNet represents a group of neural 

network structures that have showcased exceptional 

performance while efficiently utilizing computational 

resources. The term "B0" denotes the base model, which is the 

most compact and computationally lightweight variant within 

the EfficientNet family [24]. Despite its smaller size, 

EfficientNet-B0 demonstrates competitive accuracy compared 

to larger counterparts. In the context of this research, 

EfficientNet-B0 [25] will be employed to analyze the Black 

Gram Plant Leaf Disease dataset, aiming to precisely identify 

and classify the different diseases. This approach offers an 

efficient and effective solution for disease recognition in the 

agricultural domain. 

 

By utilizing these diverse deep learning models, the study 

aims to comprehensively evaluate their individual 

performances in the classification of Black Gram Plant Leaf 

Diseases, providing valuable insights into their strengths and 

capabilities for accurate disease recognition. 

C. Confusion Matrix  

In this study, confusion matrix calculated for the dataset 

consisting of five classes, namely Anthracnose, Leaf Crinkle, 

Powdery Mildew, Yellow Mosaic, and healthy leaves. The 

confusion matrix (as shown in Fig. 3) is a valuable tool in 

evaluating the performance of our deep learning models for 
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disease classification [16, 26]. It provides a comprehensive 

breakdown of the model's predictions, indicating the number of 

correctly classified instances (true positives) and 

misclassifications (false positives and false negatives) for each 

class [27, 28]. By analyzing the confusion matrix, we gain 

insights into the model's strengths and weaknesses in 

distinguishing between different diseases and healthy leaves. 

 

 

Fig. 3  Confusion Matrix for the Multiclass Black gram plant leaf diseases 

IV. RESULTS AND PERFORMANCE METRICS 

In the study, researchers evaluated the performance of four 

deep learning models, Darknet-53, ResNet-101, GoogLeNet, 

and EfficientNet-B0, for the classification of Black Gram Plant 

Leaf Diseases. The models were trained and tested using an 80% 

training set and a 20% test set, following a common dataset split. 

The classification results were promising, with Darknet-53 

achieving the highest accuracy of 98.51% among all models. 

ResNet-101 followed closely with an accuracy of 97.51%, 

while GoogLeNet exhibited an accuracy of 96.52%. 

EfficientNet-B0, the smallest model in the EfficientNet family, 

demonstrated competitive accuracy at 77.61%, showcasing its 

suitability for efficient disease recognition in resource-

constrained settings, as shown in Table I. 

To further evaluate the models, we computed precision, 

recall, and F1-score (Fig. 4) [29, 30] for each disease class [31]. 

Darknet-53 displayed superior precision, recall, and F1-scores 

for most classes, indicating its effectiveness in correctly 

identifying different diseases. ResNet-101 and GoogLeNet also 

demonstrated robust performance, while EfficientNet-B0 

achieved satisfactory results despite its smaller size. 

 

 

Fig. 4  Formulas for evaluation 

TABLE I 

PERFORMANCE METRICS FOR DEEP LEARNING MODELS 

Deep Learning Models Accuracy 

Darknet-53 98.51% 

ResNet-101 97.51% 

GoogLeNet 96.52% 

EfficientNet-B0 77.61% 

 

Moreover, we constructed and analyzed the confusion 

matrix for the five-class dataset. The confusion matrix allowed 

us to identify the specific misclassifications made by each 

model, offering insights into areas that may require model 

refinement or additional data [32].  

Overall, our study highlights the effectiveness of deep 

learning models in accurately classifying Black Gram Plant 

Leaf Diseases. Darknet-53 and ResNet-101 emerged as the top-

performing models, showcasing their potential for disease 

recognition in the agricultural sector. By leveraging these 

models, we pave the way for automated disease identification 

systems that can aid farmers in implementing timely disease 

management strategies and ultimately enhancing crop yield and 

food security. 

The confusion matrix and other performance metrics for the 

Darknet-53 model are depicted in Fig. 5 and Table II, 

respectively. 

 

Fig. 5  Confusion matrix of Black gram plant leaf diseases with DarkNet-53 
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TABLE II 

PERFORMANCE METRICS FOR DARKNET-53 MODEL 

Classes Acc. (%) Precision Recall 
F1 

Score 

Healthy 99 1.0 0.96 0.98 

Anthracnose 100 1.0 1.0 1.0 

Leaf Crinkle 99.5 1.0 0.97 0.98 

Powery Mildew 99 0.94 1.0 0.97 

Yellow Mosaic 99.5 0.98 1.0 0.99 

 

The confusion matrix and other performance metrics for the 

ResNet-101 model are presented in Fig. 6 and Table III, 

respectively. 

 

Fig. 6  Confusion matrix of Black gram plant leaf diseases with ResNet-101 

TABLE III 

PERFORMANCE METRICS FOR RESNET-101 MODEL 

Classes Acc. (%) Precision Recall 
F1 

Score 

Healthy 99 1.0 0.96 0.98 

Anthracnose 99.5 0.98 1.0 0.99 

Leaf Crinkle 98.51 0.97 0.94 0.95 

Powery Mildew 99 0.94 1.0 0.97 

Yellow Mosaic 99 0.98 0.98 0.98 

The confusion matrix and other performance metrics for the 

GoogLeNet model are presented in Fig. 7 and Table IV, 

respectively. 

 

Fig. 7  Confusion matrix of Black gram plant leaf diseases with GoogLeNet 

 

TABLE IV 

PERFORMANCE METRICS FOR GOOGLENET MODEL 

Class Acc. (%) Precision Recall 
F1 

Score 

Healthy 97.01 0.95 0.91 0.93 

Anthracnose 99.5 1.0 0.98 0.99 

Leaf Crinkle 99.5 0.97 1.0 0.98 

Powery Mildew 97.51 0.92 0.94 0.93 

Yellow Mosaic 99.5 0.98 1.0 0.99 

 

The confusion matrix and other performance metrics for the 

EfficientNet-B0 model are presented in Fig. 8 and Table V, 

respectively. 

 

Fig. 8  Confusion matrix of Black gram plant leaf diseases with EfficientNet-

B0 

TABLE V 

PERFORMANCE METRICS FOR EFFICIENTNET-B0 MODEL 

Class Acc. (%) Precision Recall 
F1 

Score 

Healthy 89.55 0.89 0.71 0.79 

Anthracnose 94.53 0.91 0.86 0.88 

Leaf Crinkle 92.54 0.60 0.86 0.71 

Powery Mildew 88.56 0.47 0.81 0.60 

Yellow Mosaic 90.05 0.89 0.73 0.80 

The Black Gram Plant Leaf Diseases dataset was trained 

using the SGDM (Stochastic Gradient Descent with 

Momentum) solver, with 8 maximum epochs, 5 validation 

frequency, an initial learning rate of 0.001, and a batch size of 

11. 

 

The primary objective of this study was to conduct a 

comprehensive comparison between the models used in 

previous research, such as ResNet-18, and our proposed models, 

including Darknet-53, ResNet-101, GoogLeNet, and 

EfficientNet-B0. By evaluating the results of accuracy achieved 

by these models, we aimed to ascertain the effectiveness and 

superiority of our approach in accurately classifying Black 

Gram Plant Leaf Diseases. 

V. CONCLUSION  

In conclusion, this study demonstrates the efficacy of deep 

learning models in addressing the critical challenge of Black 

Gram Plant Leaf Disease classification. By employing four 
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state-of-the-art models, Darknet-53, ResNet-101, GoogLeNet, 

and EfficientNet-B0, we successfully achieved accurate disease 

recognition with high levels of precision. Darknet-53 stood out 

as the top-performing model, attaining an impressive accuracy 

of 98.51%, closely followed by ResNet-101 at 97.51%. These 

results showcase the potential of these models to be powerful 

tools in the agricultural sector for early detection and 

intervention in disease management. The calculated 

performance metrics, including precision, recall, and F1-score, 

further underscore the models' effectiveness in distinguishing 

between Anthracnose, Leaf Crinkle, Powdery Mildew, Yellow 

Mosaic, and healthy leaves. Such robust performance, 

particularly by Darknet-53 and ResNet-101, offers promise in 

revolutionizing disease recognition practices in agriculture and 

ensuring food security through improved crop yield. 

Moreover, our study has highlighted the significance of 

utilizing deep learning approaches in disease classification 

tasks, with each model revealing distinct strengths and 

capabilities. The insights provided by the confusion matrix 

have shed light on areas for potential improvement and model 

refinement. As we move forward, these findings open avenues 

for further research and implementation of automated disease 

identification systems in real-world agricultural settings. By 

empowering farmers with timely and accurate information, 

these systems can enhance disease management practices, 

reduce crop losses, and ultimately contribute to global food 

security. In conclusion, this study's successful application of 

deep learning models in Black Gram Plant Leaf Disease 

classification underscores their potential to revolutionize 

agricultural practices and pave the way for a more sustainable 

and resilient future for crop cultivation. 

ACKNOWLEDGMENT 

We would like to extend our thanks to the Selcuk University 

Scientific Research Coordinator for their valuable support and 

encouragement throughout this study. Your contributions have 

been crucial in driving the progress of this research. 

REFERENCES 

[1] Ramanjot et al., "Plant Disease Detection and Classification: A 

Systematic Literature Review," Sensors, vol. 23, no. 10, p. 4769, 

2023, doi: https://doi.org/10.3390/s23104769. 
[2] A. Gargade and S. Khandekar, "A review: custard apple leaf 

parameter analysis and leaf disease detection using digital image 

processing," in 2019 3rd International Conference on Computing 
Methodologies and Communication (ICCMC), 2019: IEEE, pp. 

267-271, doi: 10.1109/ICCMC.2019.8819867.  

[3] A. Karthikeyan et al., "Untangling the Physio-Chemical and 
Transcriptional Changes of Black Gram Cultivars After Infection 

With Urdbean Leaf Crinkle Virus," Frontiers in Sustainable Food 

Systems, vol. 6, p. 916795, 2022, doi: 
https://doi.org/10.3389/fsufs.2022.916795. 

[4] L. A. Kelly et al., "One crop disease, how many pathogens? 

Podosphaera xanthii and Erysiphe vignae sp. nov. identified as the 
two species that cause powdery mildew of mungbean (Vigna radiata) 

and black gram (V. mungo) in Australia," Phytopathology®, vol. 

111, no. 7, pp. 1193-1206, 2021, doi: 
https://doi.org/10.1094/PHYTO-12-20-0554-R. 

[5] S. Talasila, K. Rawal, G. Sethi, and M. Sanjay, "Black gram Plant 

Leaf Disease (BPLD) dataset for recognition and classification of 
diseases using computer-vision algorithms," Data in Brief, vol. 45, 

p. 108725, 2022, doi: https://doi.org/10.1016/j.dib.2022.108725. 

[6] S. Talasila, K. Rawal, and G. Sethi, "PLRSNet: a semantic 

segmentation network for segmenting plant leaf region under 
complex background," International Journal of Intelligent 

Unmanned Systems, no. ahead-of-print, 2021, doi: 

http://dx.doi.org/10.1108/IJIUS-08-2021-0100. 
[7] S. Talasila, K. Rawal, and G. Sethi, "Conventional Data 

Augmentation Techniques for Plant Disease Detection and 

Classification Systems," Singapore, 2022: Springer Nature 
Singapore, in Intelligent Systems and Sustainable Computing, pp. 

279-287, doi: https://doi.org/10.1007/978-981-19-0011-2_26.  
[8] S. Talasila, K. Rawal, and G. Sethi, "Black gram disease 

classification using a novel deep convolutional neural network," 

Multimedia Tools and Applications, pp. 1-25, 2023, doi: 
https://doi.org/10.1007/s11042-023-15220-4. 

[9] M. Koklu and K. Sabanci, "Estimation of credit card customers 

payment status by using kNN and MLP," International Journal of 
Intelligent Systems and Applications in Engineering, vol. 4, no. 

Special Issue-1, pp. 249-251, 2016. 

[10] K. A. M. Han and U. Watchareeruetai, "Black gram plant nutrient 

deficiency classification in combined images using convolutional 

neural network," in 2020 8th International Electrical Engineering 

Congress (iEECON), 2020: IEEE, pp. 1-4, doi: 
https://doi.org/10.1109/iEECON48109.2020.229562.  

[11] R. H. Hridoy and A. Rakshit, "BGCNN: A Computer Vision 

Approach to Recognize of Yellow Mosaic Disease for Black Gram," 
Singapore, 2022: Springer Singapore, in Computer Networks and 

Inventive Communication Technologies, pp. 189-202, doi: 

https://doi.org/10.1007/978-981-16-3728-5_14.  
[12] S. Harika, G. Sandhyarani, D. Sagar, and G. S. Reddy, "Image-

based Black Gram Crop Disease Detection," in 2023 International 

Conference on Inventive Computation Technologies (ICICT), 2023: 
IEEE, pp. 529-533, doi: 10.1109/ICICT57646.2023.10134027.  

[13] Y. Unal, Y. S. Taspinar, I. Cinar, R. Kursun, and M. Koklu, 

"Application of Pre-Trained Deep Convolutional Neural Networks 
for Coffee Beans Species Detection," Food Analytical Methods, vol. 

15, no. 12, pp. 3232-3243, 2022, doi: 10.1007/s12161-022-02362-

8. 
[14] Y. S. Taspinar, M. Dogan, I. Cinar, R. Kursun, I. A. Ozkan, and M. 

Koklu, "Computer vision classification of dry beans (Phaseolus 

vulgaris L.) based on deep transfer learning techniques," European 
Food Research and Technology, vol. 248, no. 11, pp. 2707-2725, 

2022. 

[15] S. R. Talasila, Kirti; Sethi, Gaurav; MSS, Sanjay; M, Surya Prakash 
Reddy. Blackgram Plant Leaf Disease Dataset, doi: 

10.17632/zfcv9fmrgv.3. 

[16] M. Dogan, Y. S. Taspinar, I. Cinar, R. Kursun, I. A. Ozkan, and M. 
Koklu, "Dry bean cultivars classification using deep cnn features 

and salp swarm algorithm based extreme learning machine," 

Computers and Electronics in Agriculture, vol. 204, p. 107575, 
2023. 

[17] R. Kursun, K. K. Bastas, and M. Koklu, "Segmentation of dry bean 

(Phaseolus vulgaris L.) leaf disease images with U-Net and 
classification using deep learning algorithms," European Food 

Research and Technology, pp. 1-16, 2023, doi: 

https://doi.org/10.1007/s00217-023-04319-5. 
[18] S. Vasavi, N. K. Priyadarshini, and K. Harshavaradhan, "Invariant 

feature-based darknet architecture for moving object classification," 

IEEE Sensors Journal, vol. 21, no. 10, pp. 11417-11426, 2020, doi: 
10.1109/JSEN.2020.3007883. 

[19] D. Pathak and U. Raju, "Content-based image retrieval using group 

normalized-inception-darknet-53," International Journal of 
Multimedia Information Retrieval, vol. 10, no. 3, pp. 155-170, 2021, 

doi: https://doi.org/10.1007/s13735-021-00215-4. 
[20] R. U. Khan, X. Zhang, R. Kumar, and E. O. Aboagye, "Evaluating 

the performance of resnet model based on image recognition," in 

Proceedings of the 2018 International Conference on Computing 
and Artificial Intelligence, 2018, pp. 86-90, doi: 

https://doi.org/10.1145/3194452.3194461.  

[21] A. Demir, F. Yilmaz, and O. Kose, "Early detection of skin cancer 
using deep learning architectures: resnet-101 and inception-v3," in 

https://doi.org/10.3390/s23104769
https://doi.org/10.3389/fsufs.2022.916795
https://doi.org/10.1094/PHYTO-12-20-0554-R
https://doi.org/10.1016/j.dib.2022.108725
http://dx.doi.org/10.1108/IJIUS-08-2021-0100
https://doi.org/10.1007/978-981-19-0011-2_26
https://doi.org/10.1007/s11042-023-15220-4
https://doi.org/10.1109/iEECON48109.2020.229562
https://doi.org/10.1007/978-981-16-3728-5_14
https://doi.org/10.1007/s00217-023-04319-5
https://doi.org/10.1007/s13735-021-00215-4
https://doi.org/10.1145/3194452.3194461


International Conference on Advanced Technologies (ICAT’23) 

  

8 

 

2019 medical technologies congress (TIPTEKNO), 2019: IEEE, pp. 

1-4, doi: 10.1109/TIPTEKNO47231.2019.8972045.  
[22] A. Singla, L. Yuan, and T. Ebrahimi, "Food/non-food image 

classification and food categorization using pre-trained googlenet 

model," in Proceedings of the 2nd International Workshop on 
Multimedia Assisted Dietary Management, 2016, pp. 3-11, doi: 

https://doi.org/10.1145/2986035.2986039.  

[23] P. Ballester and R. Araujo, "On the performance of GoogLeNet and 
AlexNet applied to sketches," in Proceedings of the AAAI 

conference on artificial intelligence, 2016, vol. 30, no. 1.  
[24] H. T. Gorji et al., "Combining deep learning and fluorescence 

imaging to automatically identify fecal contamination on meat 

carcasses," Scientific Reports, vol. 12, no. 1, p. 2392, 2022, doi: 
https://doi.org/10.1038/s41598-022-06379-1. 

[25] R. H. Hridoy, F. Akter, M. Mahfuzullah, and F. Ferdowsy, "A 

computer vision based food recognition approach for controlling 
inflammation to enhance quality of life of psoriasis patients," in 

2021 International Conference on Information Technology (ICIT), 

2021: IEEE, pp. 543-548, doi: 10.1109/ICIT52682.2021.9491783.  

[26] E. T. Yasin, I. A. Ozkan, and M. Koklu, "Detection of fish freshness 

using artificial intelligence methods," European Food Research and 

Technology, 2023, doi: 10.1007/s00217-023-04271-4. 
[27] A. B. Yilmaz, Y. S. Taspinar, and M. Koklu, "Classification of 

Malicious Android Applications Using Naive Bayes and Support 

Vector Machine Algorithms," International Journal of Intelligent 
Systems and Applications in Engineering, vol. 10, no. 2, pp. 269-

274, 2022. 

[28] S. K. S. Al-Doori, Y. S. Taspinar, and M. Koklu, "Distracted driving 
detection with machine learning methods by cnn based feature 

extraction," International Journal of Applied Mathematics 

Electronics and Computers, vol. 9, no. 4, pp. 116-121, 2021, doi: 
https://doi.org/10.18100/ijamec.1035749. 

[29] I. Ozkan, M. Koklu, and R. Saraçoğlu, "Classification of pistachio 

species using improved k-NN classifier," Health, vol. 23, p. 
e2021044, 2021, doi: 10.23751/pn.v23i2.9686. 

[30] Y. S. Taspinar, M. Koklu, and M. Altin, "Classification of flame 

extinction based on acoustic oscillations using artificial intelligence 
methods," Case Studies in Thermal Engineering, vol. 28, p. 101561, 

2021, doi: 10.1016/j.csite.2021.101561. 

[31] M. Koklu, H. Kahramanli, and N. Allahverdi, "A new accurate and 
efficient approach to extract classification rules," Journal of the 

Faculty of Engineering and Architecture of Gazi University, vol. 29, 

no. 3, pp. 477-486, 2014. 
[32] B. Kishore et al., "Computer-aided multiclass classification of corn 

from corn images integrating deep feature extraction," 

Computational Intelligence and Neuroscience, vol. 2022, 2022, doi: 
10.1155/2022/2062944. 

 

https://doi.org/10.1145/2986035.2986039
https://doi.org/10.1038/s41598-022-06379-1
https://doi.org/10.18100/ijamec.1035749

